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## k-NN for IRIS dataset. The file content is included at the bottom of this markdown  
source('knn\_functions.R')  
  
str(iris)

## 'data.frame': 150 obs. of 5 variables:  
## $ Sepal.Length: num 5.1 4.9 4.7 4.6 5 5.4 4.6 5 4.4 4.9 ...  
## $ Sepal.Width : num 3.5 3 3.2 3.1 3.6 3.9 3.4 3.4 2.9 3.1 ...  
## $ Petal.Length: num 1.4 1.4 1.3 1.5 1.4 1.7 1.4 1.5 1.4 1.5 ...  
## $ Petal.Width : num 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1 ...  
## $ Species : Factor w/ 3 levels "setosa","versicolor",..: 1 1 1 1 1 1 1 1 1 1 ...

summary(iris)

## Sepal.Length Sepal.Width Petal.Length Petal.Width   
## Min. :4.300 Min. :2.000 Min. :1.000 Min. :0.100   
## 1st Qu.:5.100 1st Qu.:2.800 1st Qu.:1.600 1st Qu.:0.300   
## Median :5.800 Median :3.000 Median :4.350 Median :1.300   
## Mean :5.843 Mean :3.057 Mean :3.758 Mean :1.199   
## 3rd Qu.:6.400 3rd Qu.:3.300 3rd Qu.:5.100 3rd Qu.:1.800   
## Max. :7.900 Max. :4.400 Max. :6.900 Max. :2.500   
## Species   
## setosa :50   
## versicolor:50   
## virginica :50   
##   
##   
##

set.seed(100)  
  
m <- avgTrnTst(iris, 0.7, 5)  
dim(m)

## [1] 40 3

plotFn(m, 'Training and Testing Accuracy for k-NN of Iris data-set')
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## Decision Tree for Iris dataset  
library(rpart)  
library(rpart.plot)  
  
v <- iris$Species  
  
table(v)

## v  
## setosa versicolor virginica   
## 50 50 50

set.seed(522)  
  
# runif function returns a uniform distribution which can be further conditionally split into 75-25 ratio  
iris[, 'train'] <- ifelse(runif(nrow(iris)) < 0.75, 1, 0)  
  
trainSet <- iris[iris$train == 1,]  
testSet <- iris[iris$train == 0, ]  
  
trainColNum <- grep('train', names(trainSet))  
  
trainSet <- trainSet[, -trainColNum]  
testSet <- testSet[, -trainColNum]  
  
treeFit <- rpart(Species~.,data=trainSet,method = 'class')  
print(treeFit)

## n= 111   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 111 74 setosa (0.33333333 0.33333333 0.33333333)   
## 2) Petal.Length< 2.45 37 0 setosa (1.00000000 0.00000000 0.00000000) \*  
## 3) Petal.Length>=2.45 74 37 versicolor (0.00000000 0.50000000 0.50000000)   
## 6) Petal.Width< 1.75 39 2 versicolor (0.00000000 0.94871795 0.05128205) \*  
## 7) Petal.Width>=1.75 35 0 virginica (0.00000000 0.00000000 1.00000000) \*

rpart.plot(treeFit, box.col=c("red", "green"))  
  
Prediction1 <- predict(treeFit,newdata=testSet[-5],type = 'class')  
  
  
## Print the confusion matrix to check the accuracy and other statistics  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

confusionMatrix(Prediction1,testSet$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 13 0 0  
## versicolor 0 12 3  
## virginica 0 1 10  
##   
## Overall Statistics  
##   
## Accuracy : 0.8974   
## 95% CI : (0.7578, 0.9713)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 3.435e-13   
##   
## Kappa : 0.8462   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9231 0.7692  
## Specificity 1.0000 0.8846 0.9615  
## Pos Pred Value 1.0000 0.8000 0.9091  
## Neg Pred Value 1.0000 0.9583 0.8929  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3077 0.2564  
## Detection Prevalence 0.3333 0.3846 0.2821  
## Balanced Accuracy 1.0000 0.9038 0.8654

## Pruning the decision tree  
printcp(treeFit)

##   
## Classification tree:  
## rpart(formula = Species ~ ., data = trainSet, method = "class")  
##   
## Variables actually used in tree construction:  
## [1] Petal.Length Petal.Width   
##   
## Root node error: 74/111 = 0.66667  
##   
## n= 111   
##   
## CP nsplit rel error xerror xstd  
## 1 0.50000 0 1.000000 1.148649 0.060298  
## 2 0.47297 1 0.500000 0.783784 0.071115  
## 3 0.01000 2 0.027027 0.027027 0.018938

opt <- which.min(treeFit$cptable[,'xerror'])  
  
cp <- treeFit$cptable[opt, 'CP']  
pruned\_model <- prune(treeFit,cp)  
rpart.plot(pruned\_model, box.col=c("red", "green"))

![](data:image/png;base64,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)

rpart\_pruned\_predict <- predict(pruned\_model, newdata=testSet[-5],type = 'class')  
mn2 <- mean(rpart\_pruned\_predict==testSet$Species)  
mn2

## [1] 0.8974359

confusionMatrix(rpart\_pruned\_predict,testSet$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 13 0 0  
## versicolor 0 12 3  
## virginica 0 1 10  
##   
## Overall Statistics  
##   
## Accuracy : 0.8974   
## 95% CI : (0.7578, 0.9713)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 3.435e-13   
##   
## Kappa : 0.8462   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9231 0.7692  
## Specificity 1.0000 0.8846 0.9615  
## Pos Pred Value 1.0000 0.8000 0.9091  
## Neg Pred Value 1.0000 0.9583 0.8929  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3077 0.2564  
## Detection Prevalence 0.3333 0.3846 0.2821  
## Balanced Accuracy 1.0000 0.9038 0.8654

#### knn\_functions.R file content

# 'caTools' package provides us with functions to split dataset uniformly to test and training  
library(caTools)  
  
# Load library 'class' that has the knn() function  
library(class)  
  
# Function to split the dataset randomly  
splitFile <- function(dataset, trProp, classColPos) {  
 # split the dataset  
 sample = sample.split(iris[, classColPos], SplitRatio = trProp)  
   
 # create training and testing dataset  
 train = subset(iris, sample == TRUE)  
 test = subset(iris, sample == FALSE)  
   
 # save the target labels and remove from the train and test dataset  
 trainLabels <- train[, classColPos]  
 testLabels <- test[, classColPos]  
 train <- train[, -classColPos]  
 test <- test[, -classColPos]  
   
 # Nomalize function  
 normalize <- function(x) {  
 return( (x-min(x))/(max(x)-min(x)))  
 }  
 train  
 test  
 # Normalize test and training dataset  
 gtrn <- as.data.frame(lapply(train, normalize))  
 gtsn <- as.data.frame(lapply(test, normalize))  
   
 return(list(trn=gtrn, trL=trainLabels, val=gtsn, tsL=testLabels))  
}  
  
# Function to plot graph  
plotFn <- function(dataSet, graphTitle = '', ylimLo=0) {  
 plot(dataSet[, 1], dataSet[, 2], main = graphTitle, xlab = 'k Nearest Neighbours',  
 ylab = 'Accuracy', ylim = c(ylimLo, 1), type = 'o', col = 'red')  
 lines(dataSet[, 1], dataSet[, 3], type = 'o', col = 'blue')  
 legend(26, 0.6, legend=c("Training Accuracy", "Testing Accuracy"),  
 col=c("red", "blue"), lty=1:2, cex=1.4)  
}  
  
  
# Function to use k-NN and return training and testing results  
train\_test <- function(trainData,trainLabels,testData,testLabels) {  
 train <- c()  
 test <- c()  
 for (k in 1:40) {  
 knntr <- knn(trainData, trainData, trainLabels, k=k)  
 knnts <- knn(trainData, testData, trainLabels, k=k)  
 trTable <- table(knntr, trainLabels)  
 tsTable <- table(knnts, testLabels)  
 trTable <- prop.table(trTable)  
 tsTable <- prop.table(tsTable)  
 trainAccuracy <- sum(trTable[1,1], trTable[2,2], trTable[3,3])/sum(trTable)  
 testAccuracy <- sum(tsTable[1,1], tsTable[2,2], trTable[3,3])/sum(tsTable)  
 train <- c(train, trainAccuracy)  
 test <- c(test, testAccuracy)  
 }  
 acc <- data.frame('k' = 1:40, 'trAc' = train, 'tsAc' = test)  
 return(acc = acc)  
}  
  
# Single function to split data and then call train\_test function  
avgTrnTst <- function(dataset, trProp, classColPos) {  
 for (i in 1:30) {  
 a <- splitFile(dataset, trProp, classColPos)  
 b <- train\_test(a$trn, a$trL, a$val, a$tsL)  
 if (i==1) acd <- b  
 else acd <- rbind(acd, b)  
 }  
 library(plyr)  
   
 a1 <- ddply(acd,.(k), summarize, meanV = mean(trAc))  
 a2 <- ddply(acd,.(k), summarize, meanV = mean(tsAc))  
 m <- merge(a1,a2,by='k')  
   
 return(m)  
}